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One of the main questions in the intertemporal choice literature is how we evaluate alternatives
that differ in amount of reward and delay to delivery, that is, how we integrate and compare
information to choose between an alternative that has a small reward but it is delivered imme-
diately and an alternative that has a larger reward but its delivery is delayed in time. There are
two great model families that describe these kinds of choices that have a different integration
rule, one is the alternative-based family and the other is the attribute-based family. Interval
effects are empirical phenomena that distinguish between both families. The objective of the
present work was to study interval effects and to compare, by applying Bayesian statistical
tools, models that can describe these phenomena. Results showed that some subjects followed
an alternative-based rule while others an attribute-based one. Among the attribute-based fam-
ily, the Direct Differences model was the simplest and best one to describe the present data
set.

Daily, organisms face choice situations among outcomes
that involve tradeoffs occurring at different points in time,
which are named Intertemporal Choices (Frederick, Loewen-
stein & O’Donoghue, 2002). One example is choosing to
spend a certain amount of money immediately or saving it for
retirement. Another example is the choice between sticking
to a healthy diet or eating a hamburger for lunch. In both ex-
amples, one option will fulfil one’s needs instantly, while the
other option will result in greater future satisfaction. In these
kinds of choices, it has been observed that people are more
likely to choose the situation where the reward is immediate
but small, rather than to wait for the larger delayed reward.
In the previous examples, this would mean that people are
more likely to spend their money or to eat the hamburger im-
mediately, instead of saving for retirement or continue with
their diet for their future benefit.

To study these situations, intertemporal choice researchers
use a task where participants have to choose between
a smaller-sooner reward (SSR) and a larger-later reward
(LLR). It has been proposed that people may be choosing
the smaller-sooner reward over the larger-later one because
the latter loses its reinforcing value as a result of its delay
from the moment when the choice is being made (Ainslie,
1974; Mazur, 1984; Rachlin & Green, 1972). Specifically,
the change in the value of a reward as a function of its tem-
poral proximity is known as Delay discounting (Green, Fry
& Myerson, 1994; Rachlin & Green 1972).

Value-based decision making is a process that involves de-
composing the alternatives into a set of attributes. Based on

these attributes, an alternative is evaluated and subsequently
chosen or rejected (Bhatia, 2013; Bhatia & Stewart, 2018;
Birnbaum & LaCroix, 2008; Rangel, Camerer, & Montague,
2008). This process can be described by decision models
containing at least two elements1. The first one is an integra-
tion rule that assigns a value to the attributes of the available
alternatives, considered to be the core element of the model.
For example, the most commonly used models in intertem-
poral choice assume an integration rule that starts computing
all the attributes of the same alternative into a single value
to estimate the utility of alternatives. The second element
is a decision rule that determines which alternative will be
chosen, based on the values assigned by the integration rule.
The model described on our previos example, would predict
the election of the alternative with the highest value.

The objective of the present work was to model and
to evaluate the integration rules used by the following
two model families: the alternative-based models and the
attribute-based models. The main discrepancy between the
integration rules mentioned, is that the first one assumes
that people assess options based on a single value assigned
to each alternative, while the latter assumes people com-
pare the individual attributes among each of the alternatives
(Scholten, Read & Sanborn, 2014).

To illustrate the difference between both families, consider
of a choice between a smaller-sooner reward (A= $160 in
1 month) and a larger-later reward (B= $300 in 4 months).

1See Dai & Busemeyer (2014), to explore other elements of de-
cision models.
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On the one hand, according to alternative-based models, the
choice is made by assigning a subjective value to each alter-
native A and B, independently, each of which is discounted
as a function of its delay. In other words, the amount of
money offered is weighted by its delay to delivery, and once
these subjective values are calculated, the alternative with the
highest value is selected (Green & Myerson, 2004; Rachlin,
Raineri & Cross, 1991). For example, assuming standard
discount, alternative A would have a value of 139 dollars and
alternative B would be worth 187 dollars; therefore, alterna-
tive B should be chosen.

On the other hand, according to attribute-based models,
alternatives are directly compared among their attributes,
and the one favoured by these comparisons is chosen. In
other words, the difference between winning now or winning
later will be compared against the difference between win-
ning more or less (Scholten et al., 2014). Attribute-based
functions weight the time advantage versus the magnitude
advantage presented by each alternative. Continuing with
the previously described pair of alternatives A and B, the
amount difference would be 140 dollars and the time dif-
ference would be 3 months. In this case, it would be as-
sumed that it is more advantageous to wait less time, there-
fore favouring the election of alternative A.

Another crucial difference between families is whether
or not they assume additivity in intervals: alternative-based
models do, while attribute-based models do not. According
to alternative-based models, the total discounting observed
over a certain interval should not depend nor be affected on
whether and how this interval is subdivided. For example,
the discount of 1 year should not depend on whether the
year is divided into 12 months or not (Scholten & Read,
2010). Attribute-based models, on the other hand, do not
imply the existence of additivity in intervals and therefore
are able to describe two empirical phenomena that can not
be explained by alternative-based models. These phenomena
are known as interval effects, and they come in the form of
subadditivity and superaddivity, depending on whether inter-
vals are discounted more or less when they are segmented
into smaller subintervals (McAlvanah, 2010; Scholten et al.,
2014; Scholten & Read, 2006).

In the following sections, we will present a description of
some of the most representative models of each family, fol-
lowed by a detailed presentation of the additivity assumption.

Alternative-based models

In this family of models, the integration rule dictates as-
signing a subjective value to each alternative. Then, a possi-
ble decision rule is to choose the alternative with the highest
value. Changes in the subjective value over time is assumed
to be different on each model, and the shape of the function
depicting this change is critical to describe several aspects of
intertemporal choice (Green, Myerson & McFadden, 1997).

The most representative models within the alternative-based
family are called after the function shape they imply. These
models are the Exponential (Samuelson, 1937), Hyperbolic
(Mazur, 1984) and Hyperboloid (Green, Fry & Myerson,
1994), all of which have dominated the intertemporal choice
literature (Urminsky & Zauberman, 2014).

Consider two alternatives, a smaller (xs) sooner (ts) re-
ward, and a larger (xl) later (tl) reward. According to the
Standard Economic Theory, the discounting utility of an al-
ternative is given by the exponential function (Samuelson,
1937) as follows:

VS S = (xs · e−k·ts ) & VLL = (xl · e−k·tl ) (1)

In this equation, VLL is the subjective value of the larger
later reward and VS S is the subjective value of the smaller
sooner reward. The k parameter determines the rate at which
value decreases with delay: a larger k is associated with
steeper discounting, and a smaller k is associated with shal-
lower discounting of the future reward’s value. Once the sub-
jective values of each alternative are computed, one possible
decision rule would be to choose the one with greater value.
However, assume the same scenario is presented repeatedly.
Given this, the decision rule proposed by Luce (1959), which
describes the choice as a probabilistic rather than an alge-
braic phenomenon, seems more appropriate:

P(LL) =
VLL

VLL + VS S
(2)

Exponential discounting predicts that individuals will
have consistent preferences over time, assuming a constant
discount rate (Green & Myerson, 1996; Green, Myerson &
MacFadden, 1997). However, it has been observed that peo-
ple are not consistent in their temporal preferences, leading
to the Hyperbolic model being proposed as an alternative de-
scription of temporal discounting.

Considering the same elements from Equation 1, the Hy-
perbolic model is the following (Mazur, 1984):

VLL =

(
xl

1 + k · tl

)
& VS S =

(
xs

1 + k · ts

)
(3)

with the probability of choosing the larger-later reward ex-
pressed by Equation 2. The Hyperbolic discounting model
implies that the discount rate diminishes with time, predict-
ing a steeper rate of temporal discounting at the beginning,
but a shallower discount rate for later delays; while the dis-
count rate of the Exponential model remains constant thus
time-independent (Green & Myerson, 1996). The difference
in rates allows the Hyperbolic model to describe preference
reversals, that is when subjects prefer a larger delayed good
over a smaller, less delayed one, but as the passage of time
makes the smaller one imminent, they change their pref-
erences and select the smaller less delayed good (Killeen,
2009; Green, Fristoe & Myerson, 1994).
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Another model that has been used to study temporal dis-
counting is derived from assuming a hyperboloid function
(Green, Fry & Myerson, 1994):

VLL =

(
xl

(1 + k · tl)τ

)
& VS S =

(
xs

(1 + k · ts)τ

)
(4)

This function includes an additional free parameter τ that
represents the nonlinear scaling of amount and time, for
which a value smaller than 1 allows the discounting curve
to decrease subtly with larger delays. Notice that when τ
equals 1.0, Equation 4 is simplified to Equation 3. Numer-
ous studies have been conducted to compare the adjustment
of these three functions to different sets of discounting data,
and almost invariably, the Hyperboloid model seems to pro-
vide a better fit, often even after controlling for its additional
free parameter (Green, Myerson & Vanderveldt, 2014; McK-
erchar et al., 2009; Myerson & Green, 1995).

Attribute-based models

In this family of models, the integration rule computes
the difference between the pair of attributes, delays and out-
comes. This will lead to each alternative to be ‘better” in
terms of one of these attributes, and the decision rule will
favour the alternative that presents the greater gain on ei-
ther time or outcome. There are several models in this fam-
ily, the present study describes three: the Trade-off model
(Scholten et al., 2014), the ITCH model (Ericson et al., 2015)
and the Direct Differences model (Dai & Busemeyer, 2014;
González-Vallejo, 2002).

The Trade-off model (Scholten et al., 2014) describes in-
tertemporal choice to be governed by an attribute-based inte-
gration rule, which weights the difference in outcome against
the difference in delay, choosing the alternative with the
greater difference on its favor. According to this model, the
probability of choosing the larger-later reward is described
by the following equation:

P(LL) =
((v(xl) − v(xs))

1
ε

(v(xl) − v(xs))
1
ε + (Q(w(tl) − w(ts)))

1
ε

(5)

where ε is a noise parameter. Q(w(ts),w(tl)) represents the
trade-off function, which has an S-shape over intervals, al-
lowing to account from superadditive (ϑ) to subadditive (α)
discounting rates as intervals’ length increase:

Q(w(ts),w(tl)) =
κ

α
log

1 + α

(
w(tl) − w(ts)

ϑ

)ϑ (6)

where κ is a discount parameter. Changes on the subjective
value of the outcomes and time attributes is captured within
Equation 6 by functions v(x) and w(t), respectively. These

functions are concave when τ or γ have high values and lin-
ear when they are close to zero, as in the following equations:

v(x) =
1
γ

log(1 + γx) & w(t) =
1
τ

log(1 + τt) (7)

Another model that uses the differences between attributes
to choose between alternatives, is the ITCH model (Intertem-
poral Choice Heuristic), defined by Ericson, White, Laibson
and Cohen (2015) as:

P(LL) = (8)

L
(
β0 + βxA (xl − xs) + βxR

xl − xs

x∗
+ βtA (tl − ts) + βtR

tl − ts

t∗

)
where β0 is the intercept, R stands for Relative and A for Ab-
solute; x∗ and t∗ represent a reference point that is the arith-
metic mean of the two alternatives along each dimension:
x∗ =

xs+xl
2 , t∗ =

ts+tl
2 . In this model, L is the cumulative

distribution function of a logistic distribution with mean 0
and variance of 1. Thus, each term used in the model rep-
resents either an absolute or a proportional arithmetic oper-
ation that compares the two alternatives along a particular
dimension or attribute (outcome or time). Each term is mul-
tiplied by parameter β, that represents the weight given to
either heuristic rule when deciding between the two alterna-
tives. The weighted sum of the outcomes predicted by each
heuristic determines the probability of choosing the larger-
later reward.

The Direct Differences (DD) model is a combination
of two different equations: the integration rule from Dai
and Busemeyer (2014) and the decision rule proposed by
González-Vallejo (2002):

P(LL) = Φ

(
d − δ
σ

)
where

d = w(xl − xs) − (1 − w)(tl − ts) (9)

with d representing the difference among alternatives, and
w as the amount of attention allocated to the magnitude at-
tribute, and 1−w to the delay attribute. The original equation
-proposed by Cheng & González-Vallejo (2016) to describe
intertemporal choices- considers the same decision rule but
its integration rule, which contains two-dimensional choice
options, is defined as follows:

d =

(
max{|xl|, |xs|} − min{|xl|, |xs|}

max{|xl|, |xs|}

)
−

(
max{|tl|, |ts|} − min{|tl|, |ts|}

max{|tl|, |ts|}

)
(10)
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The Direct Differences model differs from the Propor-
tional Differences (PD) model in the integration rule each
one assumes. The first model takes into consideration the di-
rect differences among attributes, while the second one con-
siders relative differences. The decision rule, the probabil-
ity of choosing the larger-later reward, represents the overall
advantage of the LL option over the SS option, and Φ cor-
responds to the cumulative distribution function of a stan-
dard normal distribution. The decision threshold, δ, is a free
parameter that captures the relative importance that a given
decision-making agent assigns to the attribute differences, as
well as the differential weight given to each attribute involved
in the decision process. It is usually stated that δ < 0 indi-
cates a preference for selecting one attribute (either delay or
outcome), and when δ > 0 this preference seems to change
for selecting the other attribute. Finally, the σ parameter is a
measure of the variability presented in the utility difference.

Additivity

The most important derived assumption that distinguishes
alternative-based models from attribute-based models, is the
existence of additivity: the first models assume additivity,
while the latter ones do not. The assumption of additivity
in intervals entitles that the total discounting over an interval
should not depend on whether and how this particular inter-
val is subdivided (Cheng & González Vallejo, 2016; Read,
2001; Scholten, & Read, 2010).

To illustrate additivity in intervals we present Figure 1
where each of the 4 bars shown represents a question, the
leftmost end corresponds to the smaller-sooner reward, and
the rightmost end the larger-later reward. Delays and out-
comes are indicated in the superior axis and the letters A,
B, C and D are used to identify each alternative. Question
1, for example, offers A=$ 5150 pesos in one week against
B=$ 5300 pesos in two weeks. This graphic represents two
different procedures: a segmented one and non-segmented
one. Questions 1, 2 and 3 are the segmented procedure where
alternatives are divided into subintervals, while question 4
is the non-segmented procedure by presenting an undivided
alternative that covers all of the subintervals. According to
the additivity assumption, the two procedures must have the
same discount overall, in other words, the discount is addi-
tive when both procedures result in the same subjective value
(Scholten & Read, 2010). Attribute-based models do not as-
sume additivity by proposing that subjective values are not
just computed as a function of delays but of the distance be-
tween the delays presented for each alternative (Read, 2001).

One measure used to account for additivity is the Discount
fraction (Cheng & González-Vallejo, 2016) of an interval:

F[tA, tB] =
1 + κ ∗ tA

1 + κ ∗ tB
(11)

which represents the proportion of the money (magnitude of

5150 5300 5450 5600
1 2 3 4

A B C D

t
$

1
2

3

4

Figure 1. Graphical representation of an intertemporal
choice situation. Each bar represents a question, the left-
most end indicates the smaller-sooner reward and the right-
most end the larger-later reward. Questions 1, 2 and 3 rep-
resent the segmented procedure; question 4 represents the
un-segmented procedure.

the reward) that is subjectively left after this interval. Follow-
ing with our example, equation 11 is the discount fraction of
the inverval covered from alternatives A and B (question 1).
Altogether, in order to be consistenty with the assumption of
additivity in intervals, the following equation must be satis-
fied:

F[tA, tD] = F[tA, tB] ∗ F[tB, tC] ∗ F[tC , tD] (12)

Where the discount fraction of a complete interval (ques-
tion 4, referred to as F[tA, tD]), is assumed to be equivalent to
the product of the discount fractions of the individual subin-
tervals (questions 1, 2, and 3). If this condition is satisfied,
then the decision-making agent should choose the same alter-
native when they are presented with the intervals and the cor-
responding subintervals. This would mean that, for example,
if a person has chosen the larger-later reward in the subin-
tervals, they must choose the LL alternative again when pre-
sented with the complete interval, and the same way with SS
alternatives. In other words, choices observed when subin-
tervals are presented, are expected to be consistent with the
choice made about the complete interval.

However, some studies have reported choices that are in-
consistent with this assumption by finding evidence of Inter-
val effects (McAlvanah, 2010; Scholten & Read, 2006; 2010;
Read, 2001), defined as:

Superadditivity: A greater discount over complete intervals
than the one observed for their corresponding subin-
tervals. Empirically, this would mean choosing the
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smaller-sooner reward on the full intervals (for exam-
ple, question 4), but the larger-later one on its corre-
sponding subintervals (questions 1, 2 and 3).

Subadditivity: A great discount over subintervals than the
one observed for the corresponding full intervals. Em-
pirically, this would mean choosing the smaller-sooner
reward in subintervals (for example, in questions 1, 2
and 3), but the larger-later one on the corresponding
full intervals (question 4).

Choice Variability

Studies that have tested attribute-based models do not al-
ways consider the stochastical nature of choice, that has been
observed within individual preferences when the same pair of
alternatives is presented several times. To have repetitions
of alternatives as part of the experimental protocol allows
separating the behavioral variability from the structural in-
consistency of preferences. As a matter of fact, in studies
where choice variability is taken into consideration, subjects
tend to present preferences that are consistent with the ad-
ditivity assumption (Cavagnaro & Davis-Stober, 2014; Dai,
2016; González-Vallejo, 2002; Myung, Karabatsos & Iver-
son, 2005; Regenwetter, Dana & Davis-Stober, 2011; Re-
genwetter & Davis-Stober, 2012). It is important to note that
in this type of studies, the inconsistency of preferences was
assessed concerning the transitivity axiom (for alternatives
A, B and C, a preference for A > B and B > C implies the
preference for A > C) and its stochastical derivatives. The
violation of the transitivity axiom known as intransitivity,
(Tversky, 1969) could be understood as similar to the vio-
lation of the additivity assumption, but in terms of risky re-
wards (Scholten et al., 2014).

Additionally, studies that have reported evidence of inter-
val effects, have analyzed their data by using a single param-
eter to describe the behavior of all subjects. However, it has
been noted before that results derived from a pooled analysis
can be substantially different from those computed at the in-
dividual level (Estes, 1956; Wagenmakers, Lee, Lodewycks
& Iverson, 2008). This can be illustrated by the Condorcet
paradox, which refers to a scenario where individual prefer-
ences conflict with majority preferences, especially when the
preferences differ from one individual to another. Actually, it
has been reported that when data is analyzed at the individ-
ual level, fewer instances of inconsistency are found (Dai,
2016; Dai & Busemeyer, 2014; Regenwetter, Dana & Davis-
Stober, 2010). Altogether, these findings stress the great im-
portance of looking at the individual data and its relation to
population-level behavior. This allows us to draw conclu-
sions about the empirical phenomena and the processes be-
hind them, and not about the way in which data are analyzed.

Alternative-based models have dominated the intertempo-
ral choice literature. However, only the attribute-based mod-

els have been able to account for interval effects. Consider-
ing both families of models and the different approximations
given to the preference inconsistency problem (such as in-
transitivity), interval effects have not been able to be repli-
cated when choice variability and individual data are taken
into account. Given the variability of results reported around
this topic, we decided to do an experiment to elicit interval
effects, considering choice variability and data analysis at the
individual level. Additionally, we studied and compared the
descriptive adequacy of different models, with the applica-
tion of Bayesian methods.

Method

Participants. 25 undergraduate students from the
School of Psychology at the National Autonomous Univer-
sity of Mexico. For their participation, they entered a raffle
where they could win a Netflix, iTunes or Spotify $300 MXN
gift card, depending on their preference.

Procedure. The procedure was conducted in one ses-
sion that lasted about 35 minutes. Each participant per-
formed the experimental task in a desk computer located in
a closed room without noise. Prior to the experiment, all
subjects read and signed an informed consent form. The task
was developed in PsychoPy v1.83.04 (Pierce, 2007), with the
locations of the smaller-sooner and the larger-later alterna-
tives at the left or right side of the screen, randomized across
trials (see Appendix A for instructions).

Experimental Design. The task was based on the sec-
ond study presented in Scholten et al. (2014). The exper-
imental design consisted of 12 fixed alternatives that have
linear increments within them: $150 Mexican pesos for out-
comes and one week for time. Large outcomes ranged from
5150 to 6500, and small ones from 1150 to 1450, while in-
tervals ranged from one to 10 weeks. A total of 22 differ-
ent questions were created by combining different pairs of
alternatives, classified in four sets: 1) Small intervals, 2)
Medium intervals, 3) Long intervals/Large outcomes, and 4)
Long intervals/Small outcomes (see a graphical representa-
tion of the experimental design in Appendix B, Figure 7). To
consider choice variability, each question was presented 10
times, leading to a total of 220 trials. The method used al-
lows the assessment of responses obtained at both, intervals
and subintervals so, for example, questions 1, 2, 3, 7, 8 and 9
consider the shortest intervals and they can all be understood
as subintervals of question 18, which considers the longest
interval.

Bayesian Cognitive Modeling

The evaluated models were 1) Hyperboloid, 2) ITCH, 3)
Trade-off, 4) Direct Differences and 5) Proportional Differ-
ences, the latter being considered a derivate of the fourth
model.
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Two of the greatest advantages of the application of
Bayesian methods are that they capture the uncertainty be-
hind each parameter values in posterior densities while en-
abling the estimation of parameters at both individual and
group levels, without changing the assumptions of the mathe-
matical model (Lee, 2018; Nilsson, Rieskamp & Wagenmak-
ers, 2011; Wagenmakers et al, 2016; 2008). There are exam-
ples in the literature of the application of Bayesian methods
to intertemporal choice, which illustrate the advantages de-
scribed before (see Chávez et al, 2017; Vincent, 2016).

The used notation for describing Bayesian analysis was
adopted from Lee & Wagenmakers (2014). In this type of
representations, often known as Graphical models, shaded
nodes indicate observed variables, and unshaded nodes stand
for latent variables. Double-bordered nodes indicate a de-
terministically computed parameter, while single-bordered
nodes imply stochasticity. Circle-like nodes represent con-
tinuous variables, and squares-like nodes portray discrete
variables.

All models share the following core structure: They have
three rectangles (known as “plates”) that indicate indepen-
dent replications of the intertemporal choice process as-
sumed by each model, for every 1) participant, i; 2) question,
j; and 3) the repetitions of the same question, r. Individual
responses, Ci jr, were modelled as a Bernoulli process with
parameter θi j, that represents the probability of choosing the
larger-later reward. Node xs

i j represents the smaller amount
of money presented on each independent trial, while xl

i j cor-
respond to the larger amount of money presented. On the
other hand, node ts

i j indicates the sooner delay presented and
tl
i j the later delay.

Hyperboloid Model. Figure 2 is the Bayesian graphical
model of the hyperboloid function (Equation 3), where the
probability of choosing the larger-later reward, θi j, depends
on the decision rule proposed by Luce (1959); however, this
version adds a noise parameter, ε, to allow for stochastic er-
ror (Andersen et al, 2010); in the present work this parameter
was not estimated individually. The discounted values, vll

i j
and vss

i j , are obtained by multiplying the discount factor by
the outcome. The discount factor, dsl

i j , has the hyperboloid
structure with two parameters: κi and τi, estimated individ-
ually and with a normal distribution prior with mean 0 and
a standard deviation of 1, truncated for positive values. It
is important to mention that the discount factor of this model
could be easily replaced with other types of functions used in
the alternative-based family, such as the exponential and the
hyperbolic functions, without modifying any other aspect of
the model. These last two models, as well as several versions
of them were evaluated, but since their performance was low
and fairly similar to one another, we decided to consider only
the hyperboloid function results.

Trade-off Model. The Trade-off model (Figure 3 and
Equations 5, 6 and 7) uses the same decision rule as the

τiκi

dsij dlijtsij tlij

xlijxsij vllijvssij

θij

Cijr

i participants

j questions

r repetitions

τi, κi ∼ dnorm
(
0, 1

)
T (0,∞)

d
[s,l]
ij ← 1(

1 + κi ∗ ts,lij
)τi

vllij ← dlij ∗ xlij

vssij ← dsij ∗ xsij

θij ← (vllij)
1/ε

(vllij)
1/ε

+(vssij )
1/ε

Cijr ∼ Bernoulli
(
θij

)

Figure 2. Bayesian Cognitive Modeling of the Hiperboloid
Model

γi τi

ϑi

κi

tsij tlij

wl
ijws

ij

Qij

xsij xlij

vlijvsij

vij

θij

Cijr

i participants

j questions

r repetitions

ϑi ∼ Lognorm
(
1, 1
)

τi, γi, κi ∼ Lognorm
(
0, 1
)

vs,lij ← 1
γi
log(1 + γi ∗ xs,lij )

ws,l
ij ← 1

τi
log(1 + τi ∗ ts,lij )

Qij ← κi log

(
1 +

(
wl
ij−ws

ij

ϑi

)ϑi
)

vij ← vlij − vsij

θij ←
v
1/ε
ij

v
1/ε
ij +Q

1/ε
ij

Cijr ∼ Bernoulli
(
θij
)

Figure 3. Bayesian Cognitive Modeling of the Trade-off

Model

Hyperboloid model θi j probability. In this model, Qi j repre-
sents the Trade-off function which contains parameters κi and
ϑi that capture the differences between the weighted delays.
The delays’ weights are assigned by w[s,l]

i j which considers
the influence of parameter τ that diminishes the weight of
time. The same mathematical structure is applied to decrease
the subjective value of the outcomes but with parameter γi.
The original Trade-off (Equation 6) function contains param-
eter α which accounts for subadditivity, was not considered
in the analysis because our data did not show evidence of
subadditivity and its inclusion seemed to increase variability
in the parameter estimation of the model. All free parameters
were estimated at the individual level, except for ε, by using
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a lognormal prior distribution with mean 0 and standard devi-
ation of 1 (except for ϑ which used a mean of 1). This model
was based on the statistical work presented by Scholten et
al., (2014) where they conducted a model comparison with
Bayesian statistical tools, assuming all participants’ perfor-
mance could be described with a single group-level param-
eter. In contrast, in the present study we assumed that each
participant’s response pattern could be described by its own
parameter distribution.

ITCH. In this model (Figure 4 and Equation 8), the
probability of choosing the larger-later reward, θi j, is defined
by Φ, the cumulative distribution function of a standard nor-
mal distribution 2. The probit function takes into consider-
ation an intercept term (β0), and two types of differences:
absolute dA and relative dR. These differences are assigned
to outcome and delay, separately; with parameters βxA
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Figure 4. Bayesian Cognitive Modeling of the ITCH model

Direct Differences. Figure 5 presents the Direct Differ-
ence model described by Equation 9. In this case, the proba-
bility of choosing the larger-later reward is also defined by
the cumulative normal distribution. Parameter δi captures
the decision threshold that indexes the relative importance
assigned to time and outcome attributes to produce of a final
choice; parameter σi is the standard deviation which indi-
cates internal variability. The model weights the differences
through wi, the amount of attention being allocated to each
attribute, where wi is pondered by outcome differences and
1 − wi, by delay differences. For the prior distributions, we
used a normal distribution with mean 0 and a standard devi-
ation of 1; however, σ is truncated to positive values.

Proportional Differences. This model was imple-
mented and evaluated by using the same structure as the Di-
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Figure 5. Bayesian Cognitive Modeling of the Direct Differ-
ences model

rect Differences model but, in this case, the assignation of the
di j node followed relative differences (Equation 10) instead
of direct differences, so parameter w was not estimated3.

Results

The top-left panel of Figure 6 displays the observed data
for all 10 repetitions presented per question, with blue bars
representing a choice of the LLR and red bars representing
the SSR choice. Each row of data corresponds to a different
participant, who were ordered according to their proportion
of larger-later choices. Questions are arranged in terms of
the interval length, grouped in the four sets described pre-
viously, which are signalled at the top of the graphic. For
example, participants 6, 2 and 7, located at the bottom part
of the graphic, always chose the SSR in small, medium and
large intervals. Similarly, participants 4, 17 and 9, located
at the upper part of the graphic, chose the LLR regardless
of the interval length. There are some participants that chose
the LLR in the three sets presenting large outcomes but chose
otherwise for the small outcomes set, such as participants 5
and 8. These patterns follow the additivity assumption since
participants chose the same type of alternative (LLR or SSR)

2The original model uses the cumulative distribution of a logis-
tic distribution with a mean of 0 and variance of 1. However, in the
present work, we used the probit model. Several authors have com-
pared logit vs probit models and have concluded that both lead to
similar fits (Agresti, 2007; Chambers & Cox, 1967; Hahn & Soyer,
2005).

3Information regarding models, analysis and
results can be found in the following repo:
https://github.com/ElenaVillalobos/InterTempoChoiceModels
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Figure 6. Choice data and model predictions. Each panel presents the choices registered for each of the 10 repetitions of
the 22 questions of the experimental task. The X-axis shows questions according to the length of the interval, with a grey
line signaling the four segments previously described. The Y-axis shows participants arranged by the total number of choices
made for the LLR. In the top-left panel, red is the choice for the SSR and blue for the LLR. The remaining panels contrast the
predictions made by the evaluated models, identified along the Y-axis; green is the model prediction of an LLR choice when
the actual choice was the SSR; likewise, yellow is the prediction of an SSR choice when the selection was the LLR; red is the
correct prediction of an SSR choice and blue of an LLR one. The proportion of good prediction is shown at the bottom right
of each panel.
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regardless of interval size. It is important to note that when
the set of small outcomes was presented, almost all partici-
pants chose the SSR with an unclear interval size effect.

Participants displayed at the central rows, show at least
one response pattern that is consistent with attribute-based
models, by showing a dependency on interval size. For ex-
ample, Participant 24 chose the LLR in the small intervals
but the SSR with the medium and large intervals, a response
pattern showing superadditivity. Similarly, other participants
presented patterns where, as the length of the intervals in-
creased, their choices changed from choosing the LLR to the
SSR. These individual differences stress the importance of
finding a model that can describe patterns that are consistent
with both presence and absence of interval effects.

Figure 6 also shows predictions from each model and its
correspondence to the observed data, with yellow and green
bars indicating mispredictions made by the models, when the
observed data corresponded to the election of the larger-later
reward and the smaller-sooner reward, respectively. The top-
right panel shows the predictions made by the Hyperboloid
model, with a concentration of yellow bars displayed at the
small and medium interval sets, indicating that the model
predicted the choice of SSR when LLR was selected. On
the other hand, in the small outcomes set there was a greater
presence of green bars, indicating that the model predicted
choices of the LLR when in fact the SSR was chosen. From
all tested models, this was the model with the lowest percent-
age of correct predictions (63%). The high rate of mispredic-
tions made by this model is thought to be related to the fact
that it assumes additivity in intervals.

The Proportional Differences model (bottom-left panel)
had the second-worst prediction rate (69%). A mispredic-
tion pattern can be observed for the small and medium in-
tervals, where there is a predominant presence of yellow and
blue bars, whereas for the large intervals and small outcomes,
more red and green bars are displayed. Altogether, this in-
dicates that despite the PD model being an attribute-based
model, it performs worse than the other tested models from
this family.

The ITCH and the Direct Differences models performed
similarly, both had 81% of correct predictions. Besides, both
models mispredicted smaller-sooner participants’ choices for
the medium and large intervals (more presence of green bars
in these sets) but showed good prediction for the small in-
tervals and small outcomes sets (low presence of yellow
bars). Although the difference could be considered marginal,
it seems like the DD model has a bit more of misprediction
than the ITCH model, with none of them presenting a specific
and clear pattern in their mispredicted choices.

The Trade-off model showed the highest correct-
prediction percentage (83%) with a very low presence of mis-
prediction for small intervals, but not so in the medium and
large intervals, where more misprediction (presence of green

and yellow bars) is found. In the small outcomes set, there
seemed to be more mispredictions, even if all participants
chose the smaller-sooner reward across trials.

The Trade-off, ITCH and DD models performed similarly;
therefore, the following section analyses the parameters of
each model to contrast their descriptive adequacy to the ob-
served data.

Parameter evaluation

To find the model that better described our data, a param-
eter analysis was conducted, and whose results are displayed
in Figures 8, 9 and 10 (in Appendix B). Figure 8 presents
the posterior distributions computed for the parameters of the
Trade-off model for each participant, with lines representing
the parameter values covered by the posterior and a single
point used to indicate the location of the posterior’s mean;
with participants ordered according to ϑ values. In this fig-
ure, we can observe parameter τ has a narrow range for all
posterior distributions, except for participants 2, 6, and 9,
which have a wider range. Meanwhile, parameter ϑ describ-
ing superadditivity seems well defined for all participants.
Parameters γ and κ show values higher than 80 for some par-
ticipants, especially for participants with higher values of ϑ
(located at the bottom of these plots). This could indicate that
the model might be over-parametrized since posterior distri-
butions covering higher and wider ranges of values could be
a sign of multiple different ways in which model parameters
can be recovered from the generated data-set. Additionally,
there are no clear groups formed within the parameters es-
timated for all participants. The simulations obtained were
not able to recreate data patterns similar to the ones observed
in the real data, by using parameter values that correspond
with the mean of the posterior distributions estimated from
our data.

Figure 9 shows the corresponding posterior distributions
for the ITCH model for each participant. In this case, partic-
ipants were ordered according to parameter βA

x estimations.
There are no clear clusters detected except for the suggested
correlation between βA

t and βA
x : when participants have a nar-

row posterior with values close to zero for βA
x , they tend to

have a narrow and close to zero posterior distribution for
βA

t , and vice-versa; participants have a wide posterior in both
parameters. All posterior distributions computed for βR

t are
narrow and have negative values. However, posterior dis-
tributions for βR

x can be considered troublesome, since the
means of all participants are very similar and cover the range
of values established by the prior distribution. This could be
an indicator of the relative outcome differences not giving
enough information about this parameter. This result was
revised in greater detail by running further simulations that
demonstrated that only big changes in the relative β’s value
could generate different data patterns. Altogether, these find-
ings suggest this model might be over-parametrized and that
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relative differences are not very informative.
Figure 10 presents the posterior distributions computed

for the Direct Differences model, with participants arranged
according to δ posterior values. According to these plots,
there seems to be a relation between parameters σ and δ.
When δ values are less than -2.5, a greater variability in σ
can be observed, with values usually larger than 1. When δ
is greater than -2.5, σ posterior distributions seem to narrow
below 1. In regards to parameter w, all posterior distributions
were narrow, except for participants 6 and 2. It is interesting
to note that clusters obtained by simulations are fairly close
to those found in the real data.

Put together, these results showed that the model that bet-
ter described the present data is the Direct Differences one.
This model seemed to allow for a more appropriate param-
eter interpretation for the present data set, especially when
compared to the ITCH and Trade-off models whose inter-
pretation was difficult to generate. Besides, according to the
model simulations computed, the Direct Differences model
proved to replicate our data, while the ITCH and Trade-off

models failed to do so.

Discussion

The main goal of the present work was to study and com-
pare five different models from the intertemporal choice lit-
erature: the Hyperboloid, the Trade-off, the ITCH, the Pro-
portional Differences and the Direct Differences; the last four
can to account for interval effects.

In the data from the present study, some participants
showed evidence of changing their choices depending on the
length of the interval involved in the questions presented,
while others did not. Most participants that displayed an in-
terval effect, presented the superadditivity pattern, by choos-
ing the larger-later reward in the small interval set, but the
smaller-sooner reward in the large interval set. It is worth
noting that a reduced number of participants proved to be
consistent with the assumption of additivity in intervals, by
choosing either the larger-later or the smaller-sooner reward
regardless of interval length.

We also found greater choice variability for the medium
size set than for the small or large interval sets. These re-
sults seem to concur with research that has found it is harder
for participants to decide between alternatives with similar or
closer attribute values (REFERENCIA). The inclusion of 10
repetitions of each question designed for the present study,
allowed us to examine choice variability and structural in-
consistency of preferences separately.

The Hyperboloid model, even though it had the best per-
formance within alternative-based family, it performed the
worst in comparison to the attribute-based models tested in
the present study; other publications have reported similar re-
sults (Chen & González-Vallejo, 2016; Ericson et al., 2015;
Dai & Busemeyer, 2014; Scholten et al., 2014). According

to the Hyperboloid model, the probability of choosing either
the LLR or SSR was of 0.5, even when actual choices were
favouring a certain type of alternative in all repetitions. The
most likely explanation for this is the additivity assumption
contained in the model.

The Trade-off model was developed to account for inter-
val effects; however, it is not free of limitations. First, it
has a complex mathematical structure and contains several
parameters that seem to be explaining the same part of the
decision process, also known as over-parametrization, which
goes against the parsimony principle that holds that models
should be simple and avoid unnecessary assumptions. Sec-
ond, it proved not to be sensitive to the observed differences
in the choices between large and small outcomes sets, when
the interval lengths were the same. According to this model,
if a participant selected the larger-later reward in the medium
and large interval sets, this should remain unchanged for in-
tervals of the same length from the small outcomes set. This
means, that the model makes the same predictions for inter-
vals of the same length regardless of the magnitude of the
alternatives presented. However, as observed in the present
data set, participants always chose the smaller-sooner reward
in the small outcomes set, regardless of interval length.

The ITCH model includes an integration rule also based
on attributes, but which takes into consideration the rela-
tive and absolute difference computed between them. In the
present study, parameters related to the relative differences
showed difficulties in terms of the computation of informa-
tive posterior distributions from the data obtained. This could
indicate that the model is over-parametrized, so that propor-
tional differences are not providing additional information to
what was already obtained from absolute differences. This
was confirmed by looking at the Proportional Differences
model performance, which presented the lowest percentage
of correct predictions from the attribute-based models, while
only considering relative differences.

The Direct Differences model does not have a complex
mathematical structure and is the simplest one from the
attribute-based models, tested in the present work. There are
three main finding from this model. First, it includes an inte-
gration rule based on attributes and its percentage of correct
prediction was equally high as the ITCH model, without hav-
ing as many parameters. Second, it assumes that perceived
differences between attributes are captured by a stochastic
process, with the choice probability increasing monotoni-
cally as a function of the direct differences. For example,
if attention is drawn to delay, participants are expected to
choose the immediate reward; however, if their attention is
allocated to outcome, then people would be expected to se-
lect the larger reward, despite its delay. Third, parameter es-
timation allowed us to observe that some participants showed
a correlation between parameters, while others did not; a re-
lation that concurs among participants that behave similarly.
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Conclusions

In conclusion, the attribute-based rules seem more ade-
quate to describe the presence and absence of interval effects.
In the present study, the model that worked better with the
present database was the Direct Differences model. How-
ever, it is important to further study this model to identify
which intertemporal choice properties have a systematic ef-
fect on its parameters.

The more complex the model, the more difficult it is to
withdraw relevant and meaningful interpretations, even if the
percentage of correct predictions is high. This casts some
doubt on the extent to which models are able to describe and
make sense of the data obtained.

The models included in the present work are different,
eventhough some use the same integration rule. It was diffi-
cult to compare their performance usign a singular measure.
However, the Bayesian revision of the parameters computed
for each model allowed us to elaborate more significant con-
clusions about the theoretical implications and performance
of each one, providing us with the opportunity to identify that
better described the present data set.

Even if alternative-based models proved to be incapable of
accounting for the present data set, these models have been
very important in the literature because they correlate with
risky behaviors, such as tobacco or alcohol comsumption.
It only seems natural that the next step, for attribute-based
models, is to demonstrate whether or not they can be useful
to describe relevant everyday behaviors.
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Appendix A

Instructions for the time task:

You’ll be presented with a series of hypothetical pairs of alternatives from which you should pick one based on your
preference. Each one of the alternatives shown differs both in the amount of money being offered and the time of delivery. For
example: Which alternative would you prefer? A = 300 mexican pesos in 6 weeks or B = 400 mexican pesos in 6 weeks. In
this particular case, choosing the A alternative means that you would receive 300 pesos 5 weeks from now, whereas if you
choose option B you would receive 400 pesos within 6 weeks from now.

The instructions to select the alternatives were the following:

To choose between the alternatives shown on screes you need to place the mouse over the corresponding letter of your
preferred choice and it will change to an orange color. You must then click the mouse to indicate that you have selected this
particular alternative. Once you have chosen an alternative with the click of the mouse, the screen will confirm which was
the alternative that you chose. In order to continue to the next pair of alternatives, you will need to click in the center of the
screen. In the next trial, you will have to choose between another pair of alternatives which will also be different in terms
of the amount of money being offered and the time of delivery. There is no wrong or right answers, we are just interested in
exploring your preferences. Each one of the questions presented is important, please choose carefully. If you are to begin with
the experiment, click anywhere on the screen.
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Appendix B
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Figure 7. Graphical representation of the Experimental Design. Each bar represents a question, the leftmost
end indicates the SSR and the rightmost end the LLR. A total of 22 questions were created by combining 12
alternatives, each one identified with letters from A to L, and indicating an outcome and a delay. There are four
sets: 1) Small intervals, 2) Medium intervals, 3) Long intervals/Large outcomes, and 4) Long intervals/Small
outcomes.
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Figure 8. Individual interval posterior distributions as computed by the Trade-off model.
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Figure 9. Individual interval posterior distributions as computed by the ITCH model.
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Figure 10. Individual interval posterior distributions as computed by the Direct Differences model.


